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ABSTRACT

Novel view synthesis from a single image aims to generate novel
scene views given a reference image and a sequence of camera poses.
Its primary difficulty lies in effectively leveraging a generative model
to achieve high-quality image generation while simultaneously en-
suring consistency and faithfulness across synthesized views. In
this paper, we propose a novel approach to address the consistency
and faithfulness issues in view synthesis. Specifically, we develop
a new attention layer, termed bidirectional epipolar attention, which
utilizes a pair of complementary epipolar lines to guide the associa-
tions between features from different viewpoints. Each bidirectional
epipolar layer calculates forward and backward epipolar lines, en-
abling geometrically constrained attention that improves cross-view
consistency. To ensure faithful synthesis, we introduce an epipolar-
aware reconstruction module that prevents creating novel content
in regions where the newly generated image overlaps with ex-
isting ones. Extensive experimental results demonstrate that our
method outperforms previous approaches to novel view synthesis,
achieving superior performance in both image quality and consis-
tency. The source code is available at https://github.com/
fallantbell/Bidirectional-Epipolar-Synthesis.

Index Terms— Novel view synthesis, epipolar, transformers

1. INTRODUCTION

Novel view synthesis from a single image has gained widespread
attention. It involves generating new perspectives of a scene based
solely on a single image and a series of camera poses. Its ability to
create immersive content makes it highly valuable in fields such as
virtual reality [1], film production [2], and gaming [3]. However,
its primary challenge lies in ensuring consistency between the gen-
erated images and the previous ones. Specifically, in regions where
synthesized views overlap, the newly generated images should ac-
curately maintain the geometric relationships in prior views, while
preventing the introduction of any content unseen previously.

Several prior works have explored novel view synthesis from a
single image. One prominent line of research [4, 5, 6, 7] employs
a render-refine-repeat strategy to accomplish this task. These ap-
proaches use a monocular depth estimation model, e.g., [8], to pre-
dict the depth map of the input image, warp the image based on
the depth information, and apply generative models to perform in-
painting and outpainting in invisible regions. While these methods
effectively generate new views, they remain limited by the accu-
racy of the underlying depth estimation models. More recent stud-
ies [9, 10, 11, 12, 13] have adopted implicit methods, employing
transformers or diffusion models to learn correspondences between
the input and output images. Despite their ability to generate plau-
sible content, they still struggle to ensure geometric consistency and
introduce artifacts or content not present in prior views.

(b)

(c)

target image source image
forward

epipolar region

target image source image

forward
epipolar region

backward
epipolar region

bidirectional
epipolar region

backward
epipolar region

(a)

Fig. 1: Bidirectional epipolar attention. To determine the relation-
ship between a specific point (red point here) in the target image and
the source image: (a) Forward epipolar identifies the epipolar line
in the source image corresponding to the red point, (b) Backward
epipolar traces back each point in the source image, finding those
whose backward epipolar lines intersect the red point in the target
image, and (c) Bidirectional epipolar attention computes the inter-
section of the forward and backward epipolar regions.

To address the issue of consistency, pose-guided diffusion mod-
els [11] further incorporate epipolar constraints to relate features
across views. They apply epipolar lines to guide attention mech-
anisms, restricting each pixel in the target (synthesized) image to
attend solely to regions along its corresponding epipolar line in the
source image. This approach improves cross-view consistency but
still exhibits ambiguity, because each pixel attends to an entire line
rather than the corresponding point, as shown in Fig. 1a.

To reduce ambiguous attention, we propose the bidirectional
epipolar attention. Specifically, we also employ the forward epipo-
lar line for each pixel in the target image to identify its potential
correspondences within the source image. Subsequently, we com-
pute the backward epipolar lines for pixels in the source image, as
shown in Fig. 1b. Pixels in the source image, whose backward epipo-
lar lines are close to the target pixel, are retained as candidate cor-
respondences for that target pixel. For each target pixel, we take
the intersection of the two sets of candidate correspondences, sig-
nificantly narrowing the attention region and reducing ambiguity as
illustrated in Fig. 1c.
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Despite the improved view-to-view consistency provided by
epipolar attention mechanisms, synthesized views may still exhibit
novel content in the overlapping regions with source images, which
is caused by the expressive power of a generative model. To alleviate
this issue, we introduce an epipolar-based reconstruction method.
By referring to the attention map and epipolar lines jointly, we
identify pixels that attend to geometrically incorrect regions, which
are prone to generating novel content. We apply reconstruction to
these pinpointed pixels by utilizing information only from the source
image to ensure faithful synthesis.

We evaluate our approach on the RealEstate10K dataset, which
consists of 3D indoor scenes. The experimental results demonstrate
that our method produces more consistent and high-quality synthe-
sized images. Specifically, the proposed bidirectional epipolar at-
tention module can greatly enhance the consistency across views,
leading to better synthesis qualities. Additionally, the introduced
epipolar-based reconstruction method effectively alleviates artifacts
and the creation of novel content in the overlapping areas, result-
ing in more faithful synthesis. Our method achieves state-of-the-art
performance in multiple metrics, including PSNR, SSIM [14], and
LPIPS [15], surpassing previous approaches.

2. RELATED WORK

Novel view synthesis (NVS) has beena prominent research area
within computer vision [16, 17, 18]. Its objective is to generate syn-
thetic views of a scene from a limited set of images captured from
different viewpoints. Prior work [12] categorizes NVS methods
into two primary groups: view interpolation and view extrapolation.
View interpolation aims to reconstruct novel views within small
camera motion ranges by referring to multiple input images of the
same scene. In contrast, view extrapolation begins with a single
input image and generates novel views with substantially larger
camera motion, often producing unseen portions of the scene.

For view interpolation tasks, Neural Radiance Fields (NeRFs)
[19, 20, 21] have demonstrated exceptional capabilities. NeRFs
derive an implicit 3D representation of the scene using neural net-
works, enabling the synthesis of high-quality novel views from
sparse input images. Recently, Gaussian Splatting [22, 23] has
achieved remarkable results by representing the scene with 3D
Gaussians and optimizing them for faithful reconstruction, enabling
high-quality synthesis with significantly improved rendering speed.

In contrast to view interpolation focusing on novel view synthe-
sis within small camera motions, view extrapolation aims to gener-
ate new content for larger camera movements, extending beyond the
original image boundaries. Methods such as Inf [5] and Inf-Zero [4]
employ a “render-refine-repeat” strategy, where images are warped
based on estimated depth and refined using GAN-based generative
models. Scenescape [24] and Text2Room [25] construct 3D meshes
based on estimated depth to maintain 3D consistency, while using
stable diffusion models [26] to generate unseen regions. In con-
trast, GeoGPT [10] employs an autoregressive transformer to gen-
erate novel scenes without relying on monocular depth estimation.
LoR [9] extends GeoGPT [10] by conditioning the generation pro-
cess on the two preceding images to enhance temporal consistency.
More recently, PhotoNVS [12] adopts a two-stream UNet within a
diffusion model framework, while Pose-Guided Diffusion [11] em-
ploys epipolar attention to enhance consistency. Despite these ad-
vancements, producing high-quality, faithful, and cross-view con-
sistent images remains challenging. To address this, we propose
bidirectional epipolar attention and reconstruction to fulfill these re-
quirements and achieve more realistic results.

3. METHOD

3.1. Overview

In the task of novel view synthesis from a single image, the input
consists of an initial image X1 and a sequence of camera poses
{Ci}ni=2. The goal is to generate a sequence of images {Xi}ni=2

corresponding to the given camera poses. As illustrated in Fig. 2, for
a given image at the i-th viewpoint Xi ∈ RH×W×3, where H and
W represent the image’s height and width, respectively, and the next
viewpoint’s camera pose Cj , typically j = i + 1, we first encode
them into the latent space using an image encoder and a camera en-
coder. Subsequently, a transformer is employed to predict the next
image X̂j . To ensure faithfulness to Xi, X̂j undergoes a refinement
process via reconstruction to generate the final output X̃j .

Image Encoding. For image encoding, we follow previous work
[9, 10] by using a pre-trained VQGAN [27]. Given a pre-trained
encoder E and a codebook O = {oy ∈ Rdo}|O|

y=1 with |O| entries,
the source image Xi is encoded as:

zi = E(Xi) ∈ Rhw×do , (1)

where hw represents the number of tokens obtained by dividing the
image into h × w patch tokens. Each token zi,k, which is a latent
representation in the token space, is then quantized by finding the
closest codebook entry. Specifically, for token zi,k, we identify the
nearest codebook index y by minimizing the squared distance be-
tween the token and the codebook entry. This gives the index Ii,k:

Ii,k = argmin
y

∥zi,k − oy∥2 and Ii ∈ Rhw, (2)

where the quantized tokens from the learned codebook O are in-
dexed by the resulting sequence of indices Ii = {Ii,k}hwk=1.

The indices Ii are then mapped to image embeddings HI
i ∈

Rhw×d using an embedding layer λ(·), which maps integer indices
to embedding vectors of a fixed-dimension d, namely

HI
i = λ(Ii). (3)

Camera Encoding. For camera encoding, the camera pose Cj =
(K,Ri→j , ti→j), representing the intrinsic parameters, rotation,
and translation from view i to view j respectively, are first flattened
and then concatenated into a vector Pj ∈ RN , where N denotes the
number of parameters. A linear transformation Ec(·) is then applied
to map Pj into the camera embeddings HC

j ∈ RN×d, i.e.,

HC
j = Ec(Pj). (4)

Transformer. As shown in Fig. 2, our transformer model com-
prises alternating layers of conventional self-attention and the pro-
posed bidirectional epipolar attention, with an additional MLP layer
at the end to predict the output. During training, we follow the
previous approach [9] using a GPT-like architecture [28]. Specifi-
cally, Y = [HI

i , H
C
j , HI

j ] serves as the input tokens, where M =
2hw + N . The output tokens corresponding to synthesized image
X̂j are expressed by {Uj,k ∈ R|O|}, which represents the probabil-
ity distribution of the k-th token over the entries in the codebook.

The training objective is defined via the cross-entropy loss, for-
mulated as

L =

hw∑
k=1

CE(Uj,k, Ij,k), (5)

where CE denotes the cross-entropy loss, and Ij,k is the ground-truth
codebook index of the k-th token of image Xj .
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Fig. 2: Pipeline of our method. The images and camera pose are expressed as tokens via the image and camera encoders, which are fed into
a transformer for autoregressive target view synthesis. In the transformer, a bidirectional epipolar attention layer is included after each self-
attention layer, leveraging forward and backward epipolar maps to associate the source and target views. After the image is synthesized by
the decoder, epipolar-based reconstruction identifies its poorly generated regions and performs reconstruction through masking and recovery.

Image Decoding. To decode image X̂j from its predicted tokens,
given Îj ∈ Rhw, we replace the indices with the corresponding en-
tries from the codebook, namely

bj,k = O[Îj,k] ∈ R1×do and bj ∈ Rhw×do . (6)

A pre-trained decoder D is employed to decode the image

X̂j = D(bj). (7)

Reconstruction. After generating X̂j , we perform further refine-
ment on this image by applying a masking process to detect its
poorly generated regions followed by reconstructing them.

3.2. Bidirectional Epipolar Attention

To improve image consistency, we introduce a Bidirectional Epipo-
lar Attention layer, interleaved with self-attention layers in the trans-
former. This layer leverages bidirectional epipolar constraints to nar-
row the attention search space, guiding the target image to focus on
corresponding regions in the source image. The process involves
three steps: forward epipolar mapping, backward epipolar mapping,
and their combination to yield the bidirectional epipolar map.

Forward Epipolar Mapping. Given pose Cj = (K,Ri→j , ti→j)
, the epipolar line on the source image Xi is computed for each pixel
in the target image Xj . For every epipolar line, we generate a
weighted map of size h × w, where pixels closer to the epipolar
line receive higher values. This computation results in the forward
epipolar map from target image Xj to source image Xi:

Fj→i ∈ Rhw×hw. (8)

Backward Epipolar Mapping. Using the inverse camera pose
C′

j = (K,Rj→i, tj→i), the epipolar line on the target image for
each pixel in the source image can be computed, yielding a backward
epipolar map:

Bi→j ∈ Rhw×hw. (9)

Bi→j represents the correspondence for each pixel in the source im-
age, showing which pixels in the target image are most related. Since

correspondences are bidirectional, that is, if a pixel p in the source
image corresponds well to a pixel q in the target image, q should also
correspond well to p. Thereby, we transpose Bi→j to obtain Bj→i,
aligning it with the representation of the forward epipolar map:

Bj→i = (Bi→j)
T . (10)

Bidirectional Epipolar Map. The bidirectional epipolar map is
calculated by combining the forward and backward maps using a
Hadamard product, i.e.,

BIj→i = Fj→i ⊙Bj→i. (11)

This operation highlights pixels with high correspondence in both
Fj→i and Bj→i, ensuring that their correspondence in BIj→i re-
mains high. Conversely, if the correspondence of a pixel is low in
either Fj→i or Bj→i, the resulting correspondence in BIj→i is sup-
pressed due to the element-wise multiplication.

Cross-Attention Update. Given the output token features lj ∈
RM×d from the previous self-attention layer and the source image
embedding HI

i ∈ Rhw×d, lj serves as the queries, while HI
i acts

as the key-value pairs. Cross-attention is used to compute the affin-
ity matrix Aj,i ∈ RM×hw. The regions in the affinity matrix that
correspond to the target and source images are re-weighted using the
bidirectional epipolar map:

A′
j,i[hw+N :, :] = Aj,i[hw+N :, :]⊙BIj→i[: M −hw−N, :].

(12)
By re-weighting with the bidirectional epipolar map, the correspon-
dences within the bidirectional epipolar regions are strengthened,
while those outside the regions are suppressed. This helps the tar-
get image focus more on the corresponding regions in the source
image, effectively improving the alignment between the two images.
The updated output l̂j is then computed as:

l̂j = softmax(A′
j,i) · V, (13)

where V is the value matrix computed from the HI
i . The updated l′j

is subsequently passed as input to the next self-attention layer.
Notably, although the epipolar line guides attention to relevant

regions, we still compute attention weights across the entire spatial
domain to obtain the epipolar maps.
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Fig. 3: Qualitative results. We choose the fifth image from the input video as the ground-truth target for comparison between our method
and previous state-of-the-art approaches to NVS on the RealEstate10K dataset.

3.3. Epipolar-based Reconstruction

Although the bidirectional epipolar attention effectively improves
the consistency of the generated images, we observe that some un-
expected artifacts still appear or novel content is created in the over-
lapping regions between the two images. To address these issues, we
propose epipolar-based reconstruction to perform post-processing on
the generated images to restore the problematic regions.

We adopt the reconstruction strategy of Siamese Masked Au-
toencoders (SMAE) [29]. Given the source image Xi and the
predicted image X̂j , both are first encoded into tokens in the latent
space using a siamese encoder[30]. For X̂j , we mask a certain pro-
portion of its tokens and leverage the information from the source
image Xi to assist in reconstructing a refined image X̃j . Unlike
SMAE, which applies random masking to the target image, we
strategically select specific tokens for masking based on the results
of the epipolar attention.

The main intuition is that if a particular token attends correctly
to the bidirectional epipolar regions during cross-attention, it is more
likely to have captured accurate information, leading to better re-
sults. In contrast, tokens that fail to attend correctly to the epipolar
regions are more likely to have aggregated incorrect information,
which could result in errors. These tokens are the ones we need to
mask and reconstruct.

Specifically, for a given token k, we evaluate its affinity ma-
trix Ak

j,i ∈ Rh×w and its corresponding bidirectional epipolar map
BIkj→i ∈ Rh×w. We define a mask Mk ∈ Rh×w based on a thresh-
old T , a hyperparameter,

Mk(ĵ, î) =

{
1, if BIkj→i(ĵ, î) > T,

0, otherwise.
(14)

Here, Mk indicates the regions covered by the bidirectional epipolar
constraints.

Next, we compute the average attention within the bidirectional
epipolar region, defined as:

MEANk
BI =

∑
(Ak

j,i ⊙Mk)/
∑

Mk, (15)

and compare it to the average attention across the attention map:

MEANk
total =

∑
Ak

j,i/(h× w). (16)

From these results, we calculate a ratio for token k:

Ratiok = MEANk
BI/MEANk

total, (17)

which represents the proportion of attention focused on the correct
regions for that token.

Using the computed ratios, we rank the tokens in ascending or-
der and select the bottom s% of tokens for masking and reconstruc-
tion, where s is a hyperparameter. It ensures that we can target the to-
kens most likely to produce suboptimal results, reconstructing them
to restore the correct outputs. It is worth noting that, we do not
explicitly exclude regions without any correspondences in the input
image; such regions may still be selected for reconstruction.

Implementation Details. Our transformer model consists of 32 at-
tention layers. We follow the training details of LoR, including batch
size, learning rate, epochs, and optimizer. The input image size is
256 × 256, encoded into 16 × 16 tokens. The pre-trained code-
book contains 16,384 entries, and the number of camera parameters
is N = 30. During reconstruction, we set T = 0.1 and s = 80.

4. EXPERIMENTS

4.1. Experimental Settings

Dataset. We evaluate our method on the RealEstate10K [31] dataset.
The original camera motion in its videos is minimal, making it chal-
lenging to observe sufficient variations between images. To address
this, we follow previous work [32] by sampling the videos at 4 fps
to ensure adequate camera motion. We also perform center cropping
and resizing of the videos to a spatial resolution of 256× 256, con-
sistent with prior approaches [9]. In our experiments, we use 10,000
videos for training and 250 videos for evaluation.

Competing Methods. We compare our approach with three state-
of-the-art novel view synthesis methods: GeoGPT [10], LoR [9],
and PhotoNVS [12]. GeoGPT provides both explicit and implicit
ways for synthesizing novel images. To align with the experimental
setup of our study, we utilize their implicit version without utiliz-
ing depth information. Our approach shares some similarities with
LoR, as both employ a transformer-based GPT-like architecture [28]
for novel image synthesis. Unlike LoR, our method leverages bidi-
rectional epipolar attention to more effectively ensure consistency
between images. PhotoNVS is a conditional diffusion-based model.



Method PSNR↑ SSIM↑ LPIPS↓

GeoGPT [10] 15.06 0.49 2.58
LoR [9] 15.53 0.49 2.77
PhotoNVS [12] 17.61 0.59 2.37
Ours 17.88 0.59 2.32

Table 1: Quantitative evaluation on novel view synthesis. We re-
port the performnace in PSNR, SSIM, and LPIPS computed between
the first five generated and ground-truth frames in the videos.

Method PSNR↑ SSIM↑ LPIPS↓

Forward Epipolar Attention 16.05 0.52 2.52
Bidirectional 16.18 0.52 2.47
Bidirectional + Reconstruction 17.88 0.59 2.32

Table 2: Ablation quantitative results. We present the results in
the three metrics with or without using the proposed “bidirectional”
epipolar attention and epipolar-based “reconstruction.”

Evaluation Metrics. Following previous methods [9, 10, 12], we
adopt three common metrics to evaluate the generated images, in-
cluding 1) Peak Signal-to-Noise Ratio (PSNR), which measures the
ratio of the maximum signal to noise between the generated and
original images; 2) Structural Similarity Index (SSIM) [14], which
evaluates the similarity of structure, luminance, and contrast be-
tween images; and 3) Learned Perceptual Image Patch Similarity
(LPIPS) [15], a deep learning-based perceptual similarity measure
that assesses the visual similarity between generated images and the
ground truth. These metrics provide a comprehensive evaluation of
the generated image qualities.

4.2. Comparison with SoTA Methods

Quantitative Results. For the quantitative evaluation, we randomly
sample testing videos for assessment. Since image extrapolation
continuously generates new scenes that are likely to differ from
the ground truth, PSNR, SSIM, and LPIPS may not be suitable for
long-distance frames. Therefore, for each sampled testing video, we
compute these metrics only for the five frames following the input
image. As shown in Table 1, we compare our method with three
competing methods on the RealEstate10K dataset, and the results
demonstrate that our method, equipped with bidirectional epipolar
attention and epipolar-based reconstruction, achieves better perfor-
mance across three different metrics.

Qualitative Results. We present a comparison of our method with
other SoTA qualitative results. As shown in Fig. 3, within the blue
box highlighting the pillow, our method achieves results that are
closest to the ground truth, maintaining a high level of consistency.
In contrast, other methods generate results that deviate from the
ground truth, failing to produce consistent outputs. In the region
marked by the red box, GeoGPT generates some green content that
does not exist in the original image. LoR and PhotoNVS produce
outputs that are inconsistent with the ground truth in this area. In
comparison, our method demonstrates significantly better perfor-
mance, with more accurate and consistent results.

4.3. Ablation Study

To evaluate the impact of bidirectional epipolar attention and
epipolar-based reconstruction, we conduct an ablation study, with
quantitative results presented in Table 2 and qualitative results
shown in Fig. 4. First, we compare two approaches: one using

Method Execution Time(s) Change(s)

Baseline 13.64 -
+ Forward epipolar 15.68 2.04
+ Bidirectional epipolar 16.62 0.94
+ Reconstruction 18.63 2.01

Table 3: Time Analysis. As different components are added, the
image generation time increases accordingly.

Ground Truth Forward  Bidirectional Bidirectional+Recon

Fig. 4: Ablation qualitative results. We display the synthesized
results by our method with or without using the proposed “bidirec-
tional” epipolar attention and epipolar-based “reconstruction.”

forward epipolar attention for correspondence calculation and the
other utilizing bidirectional epipolar attention. As highlighted by
the red boxes in the “forward” and “bidirectional” columns of
Fig. 4, forward epipolar attention introduces geometric distortions,
while bidirectional epipolar attention generates results that are more
geometrically consistent. This demonstrates the advantage of bidi-
rectional epipolar attention in maintaining geometric integrity.

We integrate epipolar-based reconstruction into the bidirectional
epipolar framework. As shown in the red-highlighted regions of the
“bidirectional” and “bidirectional+Recon” columns of Fig. 4, while
bidirectional epipolar attention mitigates geometric distortions, it
still introduces some unexpected textures different from the ground
truth. With epipolar-based reconstruction, the final results achieve
greater alignment with the ground truth, highlighting its effective-
ness in enhancing texture accuracy and overall visual fidelity.

Additionally, we measure the inference time for generating
256×256 images using an NVIDIA RTX 3090 GPU and analyze
how different components affect the overall generation time. De-
tailed results are shown in Table 3.

5. CONCLUSION

In this work, we address the challenge of novel view synthesis from
a single image. We propose a novel bidirectional epipolar attention
framework coupled with an epipolar-based reconstruction method to
ensure consistency in the generated images. Additionally, unfavor-
able artifacts and novel content in the overlapping regions between
images are substantially alleviated. Both quantitative and qualitative
results demonstrate that our approach surpasses existing state-of-the-
art methods, validating the effectiveness of our proposed method.
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