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ABSTRACT

Sound localization aims to find the source of the audio signal in the visual scene. However, it is
labor-intensive to annotate the correlations between the signals sampled from the audio and visual
modalities, thus making it difficult to supervise the learning of a machine for this task. In this work,
we propose an iterative contrastive learning framework that requires no data annotations. At each
iteration, the proposed method takes the 1) localization results in images predicted in the previous
iteration, and 2) semantic relationships inferred from the audio signals as the pseudo-labels. We then
use the pseudo-labels to learn the correlation between the visual and audio signals sampled from the
same video (intra-frame sampling) as well as the association between those extracted across videos
(inter-frame relation). Our iterative strategy gradually encourages the localization of the sounding ob-
jects and reduces the correlation between the non-sounding regions and the reference audio. Quantita-
tive and qualitative experimental results demonstrate that the proposed framework performs favorably
against existing unsupervised and weakly-supervised methods on the sound localization task.

© 2022 Elsevier Ltd. All rights reserved.

1. Introduction

Multisensory signals (e.g., vision, hearing, and touching)
provide rich information for human beings to perceive the sur-
rounding environments. These cues from different modalities
are usually closely related and thus enable human beings to per-
form complicated tasks in our daily lives. Take vision and audio
as an example, one can easily imagine a lightning scene upon
hearing thunders, associate multiple objects with their sources
on a noisy street, and identify and converse with friends in a
crowded cocktail party. In this work, we target the sound local-
ization task (Hu et al., 2020a; Qian et al., 2020; Senocak et al.,
2018, 2019) that aims to identify the sounding region in the im-
age, as the example shown in Figure 1. Sound localization is an
emerging research topic since it is the nexus of various audio-
visual applications such as audio-visual source separation (Gan
et al., 2020; Gao et al., 2018; Gao and Grauman, 2019b; Xu

∗∗Corresponding author:
e-mail: lin@cs.nctu.edu.tw (Yen-Yu Lin )

et al., 2019; Zhao et al., 2019, 2018; Tzinis et al., 2021; Tian
et al., 2021; Gao and Grauman, 2021; Gao et al., 2020) and
audio-visual event localization/parsing/recognition (Tian et al.,
2020, 2018; Wu et al., 2019; Lin et al., 2019; Wu and Yang,
2021; Lin and Wang, 2020; Lee et al., 2021; Xuan et al., 2021;
Mademlis et al., 2016; Li et al., 2016; Stafylakis et al., 2018).

Sound localization methods based on supervised learning en-
tail a large amount of training data with the annotated sound-
visual associations. Although Senocak et al. (Senocak et al.,
2018, 2019) collect 5000 audio-image pairs from the Flickr-
Sound database (Aytar et al., 2016) with bounding box annota-
tions of the sounding regions, the amount of labeled data is not
sufficient to train a deep learning model in a fully-supervised
fashion. Moreover, it is challenging to scale up the efforts
to collect a large labeled dataset since the annotators need to
meticulously observe visual and audio signals simultaneously.

Semi-supervised (Senocak et al., 2018, 2019), weakly-
supervised (Qian et al., 2020), and self-supervised learning
frameworks (Hu et al., 2020a, 2019, 2020b) are proposed to
overcome the limited data issue. The weakly-supervised meth-
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Fig. 1: Unsupervised sound localization via iterative contrastive learning.
(Baseline) Existing contrastive learning usually takes the image-audio pairs
sampled from the same video frame as the positive pairs, and those extracted
from different videos as the negative pairs. (Ours) The proposed iterative ap-
proach exploits the intra-frame sampling that takes the sounding and non-
sounding regions predicted in the previous training epoch as the pseudo-labels
(green and red dashed circles), and the inter-frame relation that provides ad-
ditional positive or negative correlations between the image and audio sampled
across different videos where the correlations are determined by observing the
relationships in the audio modality (positive in this example).

ods (Qian et al., 2020) require audio-visual event labels, and
existing self-supervised methods rely on a pre-defined number
of clusters (Hu et al., 2019, 2020b) or require videos of single
sounding sources (Hu et al., 2020a). Furthermore, the semi-
supervised methods (Senocak et al., 2018, 2019) using audio-
visual correspondences alone as the supervision is less effective
since a scene may contain non-sounding or ambient regions,
which leads to the association between the incorrect sounding
regions and reference audio signals. These issues hamper the
performance of sound localization in unconstrained scenarios
where the numbers of sound sources are usually unknown and
there may exist objects unseen during training.

In this work, we propose an iterative contrastive representa-
tion learning algorithm that does not require any prior assump-
tion or labels for the sound localization task. Starting from
conventional contrastive learning (Senocak et al., 2018, 2019),
we use the sound localization model obtained in the previous
epoch to estimate the sounding and non-sounding regions as
the pseudo-labels for the current epoch. With such pseudo re-
gions, the model is encouraged to disassociate non-sounding
or ambient regions from object sounds and thus explores more
negative training samples for contrastive learning. In addition
to the relationships between the audio and visual signals within
an instance, we correlate audio signals across instances. For
instance, if the audio clips of two different instances are seman-
tically similar, the image and audio across the two instances
should be positively correlated and can then serve as a posi-
tive pair for contrastive learning, and vice versa. We show an

example of two train sounds across instances in inter-frame re-
lation of Figure 1. Such a strategy alleviates typical contrastive
learning methods from differentiating the representations of the
related sounding object and audio signals across instances, and
provides more reliable guidance to learn a sound localization
model.

We evaluate the proposed method on the Flickr-Sound
(Senocak et al., 2018, 2019) and the MUSIC-Synthetic (Hu
et al., 2020a) datasets using the consensus intersection over
union (cIoU) and area under curve (AUC) as evaluation met-
rics. Both qualitative and quantitative results demonstrate the
effectiveness of the proposed method on the sound localization
task. The main contributions of this work are summarized as
follows:
• We propose an iterative contrastive learning algorithm to

tackle the sound localization task without any data anno-
tations.
• Our method not only leverages regions of interests, but

also exploits non-sounding regions as well as the relation-
ship across audio instances to jointly learn the audio and
visual representations.
• Qualitative and quantitative experimental results on the

benchmark dataset demonstrate that the proposed method
performs favorably against the state-of-the-art weakly su-
pervised and unsupervised approaches.

2. Related Work

Some topics related to the development of the proposed ap-
proach are discussed in this section.

2.1. Self-Supervised Audio-Visual Representation Learning

Inherent correlation among different modalities of a video
provides supervisory signals for learning a deep neural network
model. Information sources used in existing self-supervised
audio-visual representation learning methods can be broadly
categorized as follows. First, audio-visual pairs are extracted
from a video clip as positive association. The assumption is that
the audio and visual features extracted from the same video clip
should be strongly correlated (Arandjelovic and Zisserman,
2017; Arandjelović and Zisserman, 2018; Aytar et al., 2016;
Owens et al., 2016; Alayrac et al., 2020; Alwassel et al., 2020;
Asano et al., 2020; Ma et al., 2021; Min et al., 2020; Chen
et al., 2020). In addition, these schemes differentiate the fea-
tures extracted from unpaired video clips. Furthermore, some
concurrent methods (Morgado et al., 2021b,a) jointly consider
the correlations within each modality or across different modal-
ities (i.e., audio and vision). Different from (Morgado et al.,
2021b,a) that learn visual information of an entire image, our
method leverages pseudo-annotations to provide training guid-
ance from both sounding and non-sounding regions. Second,
video temporal information (Owens and Efros, 2018; Korbar
et al., 2018; Chung and Zisserman, 2018) is explored to deter-
mine strong or weak correlation. Given a video sequence, a few
methods sample the audio and visual features from the same
time frame as strong correlation and consider those across dif-
ferent frames as weak correlation for the representation. Third,
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spatial relations among image regions are exploited. Since the
binaural recording techniques (spatial audio) preserve the spa-
tial information of the sound origins, some approaches (Gao
and Grauman, 2019a; Morgado et al., 2020, 2018; Yang et al.,
2020; Zhou et al., 2020; Lin and Wang, 2021; Xu et al., 2021;
Lu et al., 2019) jointly model the visual and audio information
spatially to construct spatial audio generation systems or learn
representations for downstream tasks.

2.2. Sound Source Localization in Visual Scenes

This task aims to find corresponding sounding regions in im-
ages from audio signals. We categorize methods addressing
this task into three groups. The first group of work (Afouras
et al., 2020; Senocak et al., 2018, 2019) leverages the corre-
spondence between audio and visual signals for supervision.
These methods assume that the audio and visual features ex-
tracted from the same video clip should be more similar than
those extracted from different clips. Some sound localization
methods (Senocak et al., 2018, 2019) are formulated in a semi-
supervised way to deal with limited annotated data. The second
line of work uses the class activation map (CAM) (Zhou et al.,
2016) to determine discriminative regions for categorical pre-
diction. Owens et al. (Owens and Efros, 2018) learn the audio
and visual representations by the audio-visual correspondence
and perform sound localization using the CAM model. Simi-
larly, given the event labels, Qian et al. (Qian et al., 2020) use
the CAM model to identify sounding regions and correspond-
ing audio clips. As such, the sound and visual object in the
same event can be associated. Finally, some models (Hu et al.,
2019, 2020b) utilize audio-visual clusters to model audio-visual
relationships. These methods cluster different frequencies of an
audio signal and visual patches in the images. The centers of
the audio and visual clusters extracted from the same video clip
are associated during the training stage.

We note that existing sound localization approaches are
limited in several aspects. These methods typically re-
quire additional information in other modalities (e.g., optical
flow (Afouras et al., 2020)), a pre-defined number of sound
sources (Hu et al., 2019, 2020b), event labels in both au-
dio and visual modalities (Qian et al., 2020), or single-source
videos (Hu et al., 2020a). In this work, we present a sound
localization framework that does not rely on any additional an-
notation or assumption. Furthermore, the correlation between
(non-)sounding objects and audio across pairs is jointly consid-
ered to further enhance sound localization.

3. Methodology

This section describes the proposed method.

3.1. Sound Localization

Our goal is to localize the source of the detected sound in the
image. Specifically, given the input image of size W×H×3 and
the detected audio, i.e., sound, we aim to estimate the sounding
region S. As shown in lower left panel of Figure 2, the proposed
sound localization model first extracts the corresponding visual

representation V ∈ Rw×h×d from the input image, and the au-
dio feature representation a ∈ Rd from the short-time Fourier-
transformed (Griffin and Lim, 1984) audio. We then use the
attention mechanism to compute the response map R ∈ Rw×h×1

followed by min-max normalization,

R = V ∗ a,

R =
R −min(R)

max(R) −min(R)
,

(1)

where the notation ∗ represents the pixel-wise inner-product op-
eration. We then determine the potential sounding region by
thresholding the response map R:

S = idx(R > δv), (2)

where δv ∈ [0, 1] is a parameter for thresholding. The function
idx(·) returns the spatial indexes of the sampled patches that
match the given condition.

In the following, we will illustrate how the proposed method
learns to localize sound via audio-visual representation learn-
ing. The baseline audio-visual contrastive learning is first in-
troduced. It is used for initializing our model. We then present
our iterative training approach and finally discuss how we lever-
age the relationship given in the audio signals to facilitate the
contrastive learning process.

3.2. Audio-Visual Representation Learning

Contrastive Learning. As audio-image pairs extracted from
videos provide natural implication of the correlation between
the two modalities, we use contrastive learning (Oord et al.,
2018) to learn the audio-visual feature representations in an un-
supervised manner. The core idea is to maximize the correlation
between the audio and visual representations extracted from the
same video (i.e., positive pairs) while minimizing the correla-
tion between those from different videos (i.e., negative pairs).
Specifically, during the training stage, our model extracts a set
of audio features {a1, · · · , ak} and a set of visual representations
{V1, · · · ,Vk} from the input batch consisting of k image-audio
pairs sampled from the same videos. Then the model is opti-
mized by the following training objective:

Lcontrast = −
1
k

k∑
i=1

[
log

exp(ϕ(Vi) · ai/τ)∑k
j=1 exp(ϕ(Vi) · a j/τ)

]
, (3)

where the term τ is a hyper-parameter controlling the tempera-
ture. The notation ϕ represents the operations of L2 normaliza-
tion on the feature dimension followed by average pooling on
the spatial dimensions.
Iterative Contrastive Learning. Since an image typically con-
tains both sounding and non-sounding regions, the training loss
in Eq. (3) is less effective as it takes the whole image into con-
sideration at a time, which may associate non-sounding regions
with the audio signals extracted from the same video. More-
over, the annotations of the sounding objects are not available
under the unsupervised setting.

To this end, we develop an iterative contrastive learning ap-
proach. As illustrated in Figure 2, starting from using conven-
tional contrastive learning in Eq. 3 for initialization, we take
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Fig. 2: Algorithm overview. Our framework consists of a visual feature extractor, an audio feature extractor, an intra-frame sampling module, and an inter-frame
relation module. (upper-left) Sound localization R̃ is obtained by computing the correlation between the visual and audio features. (bottom-left) Our iterative
contrastive learning scheme uses the localization results predicted in the previous training epoch as the pseudo-labels for the current epoch. (upper-right) The
intra-frame sampling module uses the pseudo-labels to extract (non-)sounding regions for enhancing the efficacy of the contrastive learning. (lower-right) The
inter-frame relation module determines the correlation of images and audios sampled across videos by observing the relationship in the audio modality.

the sound localization results predicted in the previous training
epoch as the pseudo-labels for current training epoch. Specifi-
cally, let R̃i = Ṽi ∗ ãi denote the response map predicted from
the model with parameters in the previous training epoch. We
randomly sample the visual features from patches, which show
high responses on the map R̃i in the previous epoch, as the
sounding feature v+ i.e.,

xpos
i = idx(R̃i > δv),
v+i = ϕ(feats(Vi, x

pos
i )), i = 1, 2, ..., k,

(4)

where function feats(·) returns a set of visual features for the
given indexes. We replace the term ϕ(Vi) in Eq. 3 with the
sounding feature v+i . In this way, the sounding regions are iter-
atively explored while non-sounding regions are gradually ex-
cluded. In practice, we perform min-max normalization for R̃i,
same as Eq. 1, to prevent the threshold δv too high to find con-
fident sounding patches. Furthermore, we adopt attention score
normalization and randomly sample positive visual patches for
contrastive learning, which make our method less sensitive to
the qualities of initial models.
Intra-Frame Sampling. We enhance the efficacy of the
proposed contrastive learning by incorporating more negative
pairs. However, merely sampling more negative pairs by ex-
tracting audio and images from different videos is less effec-
tive as the model may easily determine the correlation. Con-
sequently, we propose to use the pseudo-non-sounding regions
predicted in the previous training epoch to form the negative

pairs with the audio clips extracted from the same video. We
illustrate the process in Figure 1 (red line and red dotted circle)
and Figure 2 (top right). The correlation of these negative pairs
is more challenging to determine as they are sampled from the
same video sequence, thus helping the sound localization model
to learn more discriminative audio-visual representations. We
call such a strategy intra-frame sampling, which is formulated
as follows:

xneg
i = idx(R̃i < δv),
v−i = ϕ(feats(Vi, x

neg
i )), i = 1, 2, ..., k.

(5)

Inter-Frame Relation. As the semantically similar contents
may appear in different video sequences, contrastive learning
can be further improved if it explores the correlation between
images and audio signals from different videos. An example is
given in Figure 1 (black line and green dotted region). Specifi-
cally, we leverage the relationship in the audio modality to de-
termine the correlation of the image and audio clip sampled
from different videos. The relationship in the audio modality is
estimated by using the audio representations ã computed in the
previous training epoch. As shown in the bottom-right corner
of Figure 2, we determine the correlation yi j ∈ {0, 1} between
the i-th image and the j-th audio within the same mini-batch
according to the audio representations, i.e.,

yi, j =

{
1, if

〈
ãi, ã j

〉
≥ δa,

0, otherwise,
∀i, j ∈ {1, . . . , k}, (6)
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Fig. 3: Success ratio under different cIoU thresholds. Success ratio indicates
the ratio of all instances whose cIoU scores are higher than thresholds. Note
that a larger area under the curve (AUC) indicates better performance.

where the term δa ∈ [0, 1] is a thresholding parameter. Combin-
ing the proposed intra-frame sampling and inter-frame relation
strategies, our training objective becomes

Literative
contrast =

−
1
k

k∑
i=1

[
log

∑k
j=1 yi, j exp(v+i · a j/τ)∑k

j=1 exp(v−i · a j/τ) + exp(v+i · a j/τ)

]
.

(7)

We train our sound localization model using Eq. (3) at the ini-
tialization stage, and then iteratively optimize the objective in
Eq. (7) until the localization results converge.

4. Experimental Results

4.1. Datasets
We evaluate all methods on the following two datasets:

• SoundNet-Flickr (Aytar et al., 2016) dataset consists of
more than two million video sequences. We use a 5-
second audio clip and the central frame of the 5-seconds
corresponding video clip, to form an input pair for the
proposed framework. Note that we do not rely on any
annotation (e.g., bounding boxes) for model training. In
all experiments, we perform the training process with
the subsets of the SoundNet-Flickr dataset constructed by
Qian et al. (Qian et al., 2020) that contains 10k and 20k
audio-visual pairs. Following the protocol in (Qian et al.,
2020; Senocak et al., 2018, 2019), we conduct the evalua-
tion using the testing set of the SoundNet-Flickr dataset
which consists of 250 audio-visual pairs with bounding
box annotations.

• MUSIC-Synthetic (Hu et al., 2020a) is a dataset con-
sisting of synthetic audio-visual pairs. Each audio-visual
pair is constructed by concatenating four music instrument
frames and randomly selecting two out of four correspond-
ing 1-second audios. In other words, for each audio-visual
pair, there are two instruments making sound while the
other two are silent. We follow the protocol (Hu et al.,
2020a) to train the models with all 25k audio-visual pairs
in the training set and conduct the evaluation on the testing
set consisting of 455 audio-visual pairs with bounding box
annotations.

4.2. Implementation Details

Network Architecture. For a fair performance evaluation, we
use the official source code of the MSSL (Qian et al., 2020)
model. We use the ResNet18 (He et al., 2016) backbone for
both the audio and visual feature extractors. Particularly, the
stride of 4th residual block in our extractors is set to 1. For
the visual representation, we use the feature extracted by the
4th residual block. The dimension of the visual representation
is 16 × 16 × 512. As for the audio representation, we also use
the feature extracted by the 4th residual block. We then use
the average pooling operation to reduce the size of the audio
representation to 1 × 1 × 512.

Optimization. We set the temperature terms τ in Eq. 3 and
Eq. 7 to 0.25 and 0.05, respectively. We optimize the initial lo-
calization model using Eq. 3 the first six epochs. We then use
the proposed iterative algorithm to train the sound localization
model in the following epochs. Specifically, we randomly sam-
ple 12 audio-related visual patches described in Eq. 4. Note that
it is the maximum number of sampled patches. We also set the
maximum number of sampled non-sounding patches illustrated
in Eq. 5 to 12. The threshold parameter δv in Eq. 4 and Eq. 5 is
set to 0.25, while the threshold term δa inEq. 6 is set to 0.85.

We use the SGD optimizer to train our model. The momen-
tum parameter is set to 0.9, and the weight decay parameter is
set to 5e − 4. We set the mini-batch size to 96, the learning
rate of visual encoder to 5e − 4, and the learning rate of audio
encoder to 3e − 4. The training is conducted on a single GTX
1080 Ti GPU with 12GB memory.

Evaluation Metrics. Following previous work (Hu et al., 2019,
2020b; Qian et al., 2020; Senocak et al., 2018, 2019), we adopt
consensus intersection over union (cIoU) and area under curve
(AUC) as the evaluation metrics. Note that the ground-truth
sounding region of an image is computed according to the over-
lapping of the bounding box labels annotated by different peo-
ple. The response map R in Eq. (1) is post-processed to serve
as the sound localization results for evaluation. Specifically, we
first compute the response map R using Eq. (2). Then we re-
cover the resolution of the response map R from w×h to original
image resolution W × H using bilinear up-sampling.

Competing methods. We compare the proposed method to the
following weakly- and unsupervised approaches:
• Attention (Senocak et al., 2018, 2019) is trained using the

audio-visual co-attention mechanism.
• DMC (Hu et al., 2019) is an unsupervised approach based

on the usage of audio-visual clusters, and requires a pre-
defined number of sound sources. We set the number of
source to one suggested by (Hu et al., 2019, 2020b) for
the SoundNet-Flick dataset and set to two for the MUSIC-
Synthetic dataset.
• MSSL (Qian et al., 2020) reports the state-of-the-art per-

formance on the sound localization task. It requires au-
dio/visual event labels obtained from pre-trained classi-
fiers and the CAM (Zhou et al., 2016) predictions to find
the sounding regions.
• DSOL (Hu et al., 2020a) is a two-stage approach requiring

a large amount of single-source videos for the first stage to
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Table 1: Quantitative results of sound localization. We evaluate all methods on the SoundNet-Flickr (Senocak et al., 2018, 2019) and MUSIC-Synthetic (Hu
et al., 2020a) datasets with cIoU and AUC metrics. Following the evaluation protocol in (Senocak et al., 2018, 2019; Hu et al., 2020a), we evaluate the cIoU@0.5
and cIoU@0.3 for SoundNet-Flickr and MUSIC-Synthetic, respectively.

Method SoundNet-Flickr 10K SoundNet-Flickr 20K MUSIC-Synthetic
cIoU@0.5↑ AUC ↑ cIoU@0.5 ↑ AUC ↑ cIoU@0.3 ↑ AUC

Random 7.2 30.7 − − 0.2 9.6
Attention (Senocak et al., 2018) 42.1 43.8 45.3 46.7 6.9 14.2
DMC (Hu et al., 2019) 41.4 45.0 47.0 47.5 6.6 15.3
MSSL (Qian et al., 2020) 51.2 50.4 53.8 50.6 4.3 12.1
DSOL (Hu et al., 2020a) 56.6 51.5 58.7 52.9 15.4 17.0

Ours 71.0 58.0 74.7 59.6 25.1 21.9

Input Image
Attention (Senocak et al.,
2018) DMC (Hu et al., 2019) MSSL (Qian et al., 2020) DSOL (Hu et al., 2020a) Ours

Fig. 4: Qualitative comparisons. We compare with state-of-the-art sound localization methods on the SoundNet-Flicker (Senocak et al., 2018, 2019) (1st and
2nd rows) and MUSIC-Synthetic (Hu et al., 2020a) (3rd and 4th rows) datasets. Sound localization is presented using heat maps, in which red regions indicate the
estimated sound source. Note that the bounding boxes are the annotations of sounding regions from multiple annotators for the SoundNet-Flicker dataset. Sound
localization is presented by using heat maps, in which redder regions indicate higher probabilities of being the sound source.

build up class-based visual dictionaries and train audio and
visual encoders. For a fair comparison, we only train the
network in the second stage. We use pre-trained audio and
visual encoders and use CAM (Zhou et al., 2016) predic-
tions to replace visual dictionaries.

4.3. Quantitative Results
Table 1 shows the quantitative comparisons on the

SoundNet-Flickr and MUSIC-Synthetic datasets. The proposed
method performs favorably against the competing approaches
on the sound localization task. We note that different from the
proposed method, the competing schemes require a pre-defined
number of sounding sources (i.e., DMC) or audio/visual event

labels (i.e., MSSL). In contrast, the proposed method does not
need any prior knowledge about the source number or data
annotations. Furthermore, our model trained with 10k audio-
visual pairs already outperforms MSSL and DSOL approaches
which use more (i.e., 20k) audio-visual pairs during training.
In addition to the cIoU metric, the cIoU scores calculated with
various thresholds are shown in Figure 3. Our method reports
favorable cIoU scores under all thresholds. The consistent per-
formance advantage suggests the effectiveness and efficacy of
our iterative contrastive learning algorithm.
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Fig. 5: Example localization results of using different design components in the proposed method on the SoundNet-Flicker (Senocak et al., 2018, 2019)
dataset. (from left to right) We show the qualitative of conventional contrastive learning, iterative contrastive learning, iterative approach w/ intra-frame sampling,
iterative approach w/ inter-frame relation, and our full model. Sound localization is presented by using heat maps, in which redder regions indicate higher
probabilities of being the sound source.
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Fig. 6: Sample localization results at different training epochs on the SoundNet-Flicker dataset (Senocak et al., 2018, 2019). We present the sound localization
results estimated by our method (1st and 3rd rows) and the conventional contrastive learning approach (2nd and 4th rows) at different (initial to final) training epochs.
Sound localization is presented by using heat maps, in which redder regions indicate higher probabilities of being the sound source.

4.4. Qualitative Evaluation
We demonstrate the qualitative comparisons in Figure 4. The

localization results of the proposed method are more accurate
compared to those of the competing approaches. The exam-
ple in the 3rd and 4th row is particularly challenging. Since
the multiple-sounding and non-sounding instruments appear in
the same scene, it is difficult to localize exact-sounding ob-
jects. MSSL and DSOL are both struggling with unrelated
background. As for DMC, with the prior defined number of

sounding source for the MUSIC-Synthetic dataset, it is more
resistant to the unrelated background yet fail to identify the
sounding instruments correctly. Compared to these methods,
the proposed framework can focus on the sounding objects with
better accuracy, while trained without audio-visual event labels
or any prior information.
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Fig. 7: Retrieval results from audio signals on the SoundNet-Flicker (Senocak et al., 2018, 2019). We use the sounds of the reference images as the queries
to retrieve the top-3 related audio clips and show the corresponding images. The results verify our idea that the relationships in the audio modality can help the
association between images and audios extracted across videos.

Table 2: Ablation study. (bottom) We investigate the effect of using different
design components in the proposed method. (top) We show how we improve
the MSSL approach by modifying the localziation method in Eq. 2 and normal-
ization strategy in Eq. 1.

Method cIoU@0.5 ↑ AUC ↑

MSSL (Qian et al., 2020) 52.2 49.6
MSSL Stage I 42.2 48.1
MSSL Stage I w/o Labels 10.8 30.2

MSSL Stage I w/ Eq. 2 47.4 48.7
MSSL Stage I w/o Labels w/ Eq. 2 47.0 48.7

MSSL Stage I w/ Eq. 2 Eq. 1 50.2 49.0
MSSL Stage I w/o Labels w/ Eq. 2 Eq. 1 46.6 48.3

Ours Initial 57.8 52.1
Ours Itr(✓) Intra(✗) Inter(✗) 64.2 54.2
Ours Itr(✓) Intra(✓) Inter(✗) 69.4 56.9
Ours Itr(✓) Intra(✗) Inter(✓) 67.1 55.9

Ours 10K 71.0 58.0

4.5. Ablation Study
We conduct the ablation study to analyze the individual ef-

fect of each design component in the proposed method. The
results are presented in the fourth block of Table 2, where Itr
indicates the iterative contrastive training that uses the pseudo-
sounding regions inferred from the previous epoch, Intra repre-
sents the usage of the pseudo-non-sounding regions, and Inter
is the proposed inter-frame relation module. We also demon-
strate the qualitative comparisons in Figure 5. Particularly, the
iterative strategy (i.e., Itr) ensures the localization model focus
only on the sounding region compared to the conventional con-
trastive learning approach (i.e., Initial). Both the quantitative
and qualitative results confirm the efficacy of individual com-
ponents designed in our approach.
Comparison with MSSL. The proposed method shares similar
backbone with the MSSL (Qian et al., 2020) method. There-
fore, we also conduct the ablation study to show the effect of
each modification we made, including replacing CAM with
thresholding for sounding region localization (Eq. (2)), nor-
malization (Eq. (1)), and conventional contrastive learaning
(Eq. (3)). The results are summarized in the first three blocks

Table 3: Number of sampled patches. We show the cIoU and AUC scores of
sampling different numbers of patches described in Eq. 4 and Eq. 5 in the paper.
The best performance is reported in bold.

Number of Patches cIoU@0.5 ↑ AUC ↑

1 56.6 49.9
2 57.0 49.8
4 57.4 50.4
6 60.6 54.1
8 65.0 55.1
12 71.0 58.0
16 69.4 57.6
32 66.2 56.3
48 67.4 57.0
64 60.6 53.6
96 57.8 50.3
128 57.0 50.2

of Table 2. Since the MSSL method uses a two-stage model
trained with audio-visual event labels, we study the case of re-
moving the second stage (Stage I) and training without labels
(w/o Labels). As the results shown in the first block, training
with the first stage and without labels both significantly degrade
the performance of the MSSL method. We show in the second
and third block that using Eq. (2) and Eq. (1) can greatly im-
prove the performance. Finally, we obtain our baseline (Initial)
by applying Eq. (3) to the MSSL Stage I w/o Labels method
with Eq. (2) and Eq. (1). To conclude, Table 2 summarizes the
effect of the proposed components and the transition from the
original MSSL method to the proposed approach.

Localization results in various epochs. Since the proposed
iterative method is based on the strategy where the localiza-
tion results predicted in the previous training epoch serve as
the pseudo-label, the iterative localization results are crucial.
Therefore, we visualize the localization results at different
epochs. As shown in Figure 6, the localization results grad-
ually focus on the sounding regions. The results validate the
efficacy of the proposed iterative procedure that takes localiza-
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Fig. 8: Audio retrieval results at different training epochs. We use the sounds of the reference images as the queries to retrieve the top-3 related audio clips and
show the corresponding images. Note that rows from top to bottom indicates different training epochs, where the bottom row represents the final epoch. The results
verify our idea behind the inter-frame relation module that the correlation between audios can be used to determine the association between the images and audios
extracted across videos.
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Fig. 9: Effect of training epochs for initializing the sound localization
model. We show the cIoU and AUC scores of using Eq. 3 to initialize the
model with different training epochs.

tion results from the previous epoch as training guidance for the
current epoch.

Relationships in audio modality. The proposed inter-frame
relation illustrated in Section 3.2 is based on the assumption
that the relationships in the audio modality can be the guidance
of the contrasting learning. To verify the assumption, we vi-
sualize the retrieval results in the audio modality in Figure 7.
Specifically, given a reference audio-visual pair, we retrieve the
top three audio-visual pairs according to the distances between
audio features. We present the images of the reference and re-
trieved visual-audio pairs in Figure 7. As the reference and re-

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
v in Eq. (4) and (5)

0.56

0.58

0.60

0.62

0.64

0.66

0.68

0.70

cIo
U@

0.
5

Fig. 10: Success ratio under different thresholds δv. We present the
cIoU@0.5 scores of using the different thresholds δv described in Eq. 4 and
Eq. 5.

trieved images share semantically similar contents, we validate
the intuition behind the proposed inter-frame relation design.

As described in Figure 7, we use the correlation between au-
dios to determine the association between the audio and image
sampled from different video sequences. Therefore, we present
the audio retrieval results at different training epochs in Fig-
ure 8. Note that we use the audio signals for the retrieval and
present the results using the corresponding images. As demon-
strated in Figure 8, compared to the reference audio, the content
of the retrieved audio becomes more semantically similar over
the training epochs. This verifies the efficacy of the inter-frame
relation module in the iterative proposed contrastive learning
process.
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4.6. Parameter Analysis

Initial Contrastive Learning. To analysis the effect of the ini-
tialization by the conventional contrastive learning, we conduct
an ablation study on training the initial localization via Eq. 3
with different epochs. The results presented in Figure 9 sug-
gests that simply a few training epochs for the initialization are
enough for the following iterative contrastive learning. More-
over, initializing the model with too many training epochs de-
grades the sound localization performance.

Sampled Patches. As we sample pseudo-(non-)sounding
patches in the proposed iterative contrastive learning, we an-
alyze the effect of the number of sampled patches described in
Eq. 4 and Eq. 5. The results demonstrated in Table 3 suggest
the optimal number of sampled patches to be in the range of
[12, 16]. Note that we only consider all the patches that match
the sounding criterion described in Eq. 4 even though the num-
ber of sampled regions is too large.

Thresholding parameters. In the proposed method, we use
thresholding parameters δv for the intra-frame sampling and δa
for the inter-frame relation modules to determine the correlation
between audios and images, as described in Eq. 4, Eq. 5, and
Eq. 6. As shown in Figure 10 and Figure 11, we study the op-
timal values for the thresholding parameters. The results show
that the reasonable ranges for the thresholding parameters δv
and δa are [0.2, 0.3] and [0.8, 0.9], respectively. For δv, since we
randomly sample positive patches among pseudo-positive re-
gions, a low threshold contributes to selecting diverse patches,
thus leading to better performance. Note that the cIoU scores
lower than 0.58 (i.e., results of conventional iterative contrastive
learning) indicate that the proposed method is not effective and
degrades the sound localization performance.

5. Limitation

In the following, we discuss the limitations of the proposed
method. Without jointly considering temporal information, our
method cannot properly localize sounding objects when multi-
ple objects of similar appearance are present. Our method can
only work on a single sounding object (e.g., those on SoundNet-
Flicker) and multiple sounding objects with different appear-
ances (e.g., those on MUSIC-Synthetic). Also, our method suf-
fers from the cases where the sounding objects do not appear in
the frame.

6. Conclusions

In this paper, we present a novel unsupervised sound lo-
calization framework that does not require any prior assump-
tion or data annotation. We propose two modules to provide
pseudo positive and negative training pairs based on an iterative
contrastive learning pipeline. The intra-frame sampling lever-
ages the localization results estimated in the previous epoch as
pseudo-labels. The inter-frame relation contributes to training
pairs across different videos by exploiting the relationships in

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
a in Eq. (6)

0.58

0.60

0.62

0.64

0.66

0.68

0.70

cIo
U@

0.
5

Fig. 11: Success ratio under different thresholds δa. We present the
cIoU@0.5 scores of using different thresholds δa described in Eq. 6.

the audio modality with the audio features learned from the pre-
vious epoch. Extensive experimental results show that our ap-
proach performs favorably against the state-of-the-art weakly-
supervised and unsupervised algorithms.

Acknowledgments

This work was supported in part by the Ministry of Science
and Technology under grants 109-2221-E-009-113-MY3, 110-
2628-E-A49-008, and 110-2634-F007-015. We are also grate-
ful to the National Center for High-performance Computing for
providing computational resources and facilities.

References

Afouras, T., Owens, A., Chung, J.S., Zisserman, A., 2020. Self-supervised
learning of audio-visual objects from video, in: Proc. Euro. Conf. Comput.
Vis., pp. 208–224.

Alayrac, J.B., Recasens, A., Schneider, R., Arandjelović, R., Ramapuram, J.,
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